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1.0 Introduction

The welcome note was delivered by Peter Schallauer (JRS) and the agenda for the meeting was presented, with specific objectives to discuss current research activities and newly proposed research activities.
WP3.1: Content Structuring
The status of the deliverable D3.1 on State of the art on Multimedia Content Analysis was presented by Benoit Huet (Eurecom). The different contributions received from TUB, GET, QMUL and Eurecom were listed.

AP3.3.6 (Eurecom): To circulate the D3.1 table of contents. Date: 2006-04-30

Benoit Huet (Eurecom) mentioned the missing input on textual descriptor and DFKI was assigned as the leader to contribute on section 8.3. For the chapters 11 and 12, on statistical pattern recognition and fusion techniques for multimodal analysis it was proposed to remove those two chapters.
For the issue of general introduction and general conclusion Benoit Huet (Eurecom) asked the chapter leaders to contribute introduction and conclusion for each chapter.

AP3.3.7 (All chapter leaders): To provide the introduction and conclusion. Date: 2006-05-03

GET is assigned as the chapter leader for chapter 15.

The missing sections in the chapters should be identified and informed to the chapter leaders so that chapter leaders could provide input to the missing sections.

AP3.3.8 (All): To provide new content for integration. Date: 2006-05-03.

AP3.3.9 (Eurecom): To produce the final version and to be submitted to the consortium 2006-05-10.

The next topic of discussion was the current research collaborations.
Temporal video structuring – DCU
Tomasz Adamek (DCU) presented the current research activity on Temporal Video Structuring. This activity aims to create the music video grammar, to classify music video genres.

As a first step towards the collaboration, Olivier Gillet from GET will be visiting DCU during the week beginning 9th of May and a proposal for 2 month exchange in summer 2006 was presented.

The software module would be a drum classifier. The outcome of the plenary meeting in Amsterdam was to focus on audio and video analysis, e.g. temporal video structuring. The temporal music structuring will be outcome of the visit between GET and DCU.
AP3.3.11 (DCU, GET): Olivier Gillet from GET to visit DCU to discuss creation of music video grammar and classification of music video genres. Date: 2006-05-09.

WP3.2 – Moving 2D and 3D Object Segmentation and Indexing
The outcome of this task would be a tool for semi-automatic region segmentation of video from DCU. This task will be a complimentary task to T4.2. The tools provided will be a standalone module for region segmentation. A demo for the proposed tools was presented with 3 functionalities, fully automatic, semi-automatic and manual. The discussion on the segmentation output that is to be expected from the tools was discussed. The existing tool for image based region segmentation will be reengineered to be compatible for videos. 
The anticipated activity result of the task will be to provide semi-automatic object segmentation, semi-automatic region based segmentation. Also the tools will be extended to enable manual corrections of the object regions.
The preferred output format from the tools would be to provide image labels for individual frames.

The discussion on technical issues was concentrated on the use of Java and JNI as a means to integrate tools from other partners. Also the discussion on temporal structuring description formats was discussed.
AP3.3.12 (DCU): To reengineer the software to make it more modular and extend the basic functions to support video I/O.

AP3.3.13 (DCU): To provide the specification of the API. Date: 2005-05-26

AP3.3.13.1 (ITI, JRS, EURECOM): Feedback from algorithm integrators on API. Date: 2006-06-10.

AP.3.3.14 (DCU): To provide the tool to tool algorithm integrators. Date: 2006-06-25.

AP3.3.15 (ITI, JRS and Eurecom): To integrate segmentation algorithms with the tools. Date: 2006-07-31

AP3.3.16 (DCU): Tools integrating approaches. Date: 2006-07-31.
Yannis Avrithis (ITI) mentioned the tool from ITI, which is not based on a segmentation algorithm but based on spatial and temporal values. Also he mentioned that additional functionalities could be added along with colour segmentation.
Slim Essid (GET) mentioned that GET will be collaborating with DCU on 3D object segmentation. The collaborative research was proposed to start by May or June of 2006.

The next activity in this task was a collaborative activity between QMUL, TUB, EPFL and GU to provide ground truth setup of video/image region segmentation. The tools that will be used in this activity have to be provided by DCU and hence the group decided to create a concrete action plan after the development of the tool is successfully completed.

WP3.3 – Audio/Speech Processing and Text Analysis
The activity Improve Speech2Text by using Ontologies was presented with a brief review of the action points discussed in the previous meeting.
The next collaborative activity that was presented was:

Navigation in Classical plays recordings; this collaborative research activity is between GET and INA. The first objective of this activity is to improve retrieval and navigation in databases of recorded classical play theatre plays. The second objective is to study the prosodic strategies used by actors to play with the verse constraints to convey emotions.
The action points were briefly presented and the discussion on the planned activity from various perspectives of collaborating partners was carried out. 

The next activity that was presented was on the sparse representation for audio indexing (music instrument classification). The work has been done and has resulted in good performance metrics. A paper has been published in the International conference of audio (need to get input) and at present no collaborative work has been planned for the future. 
AP3.3.17 (DCU): GET to visit DCU on 3D object segmentation. Date: 2006-5/2006-06.

WP3.4 – Content Description
The contribution of this task was presented by Peter Schallauer (JRS). This task will focus on the audio visual content description. The different activities that will be carried out in the task are listed as follows:

· WP3.4.0 – Contribution to D3.1
· WP3.4.1 – Gathering of requirement for AV Content description

· WP3.4.2 – Definition of MPEG – 7 Descriptors and Description schemes and MPEG – 7 profiles.

The discussion to use TRECVid as an initiative to specify the MPEG – 7 was carried out.
The actions for different activities that will be carried out in the task are listed below.
AP3.3.18 (JRS): To provide the requirements document. Date: 2006-05-31

AP3.3.19 (JRS, ALL): To discuss the time schedule in TRECVid meeting. Date: 2006-05-05.

AP3.3.20 (DCU): To define the region description requirement. (What to be described). Date: 2006-05-31.

AP.3.3.21 (JRS): To define the region descriptors. Date: 2006-06-31.

AP3.3.22 (JRS, DCU): To define the requirement for the content description between TRECVid and WP6. Date: 2006-05-31.
The discussion on the newly proposed research activities were presented by Slim Essid (GET).

Newly proposed research activities:

The first collaborative research proposal was on audio visual indexing (program segmentation by combined audio and visual analysis) and invariance in audio classification

The motivation for the activity is the need for classification systems robust to coding, audio effects etc. In this activity two major features will be considered for performance improvement.

The choice of the features will be dependent on those features which are reliable and also provide geometric transformations of features. The discussion on classifiers was concentrated on two aspects, one generating artificial training example (using Virtual Support Machines) and mapping the data to appropriate spaces (transformation invariant kernels). 

A collaborative research activity was established with GET, QMUL, EPFL, TUB and GU. QMUL, EPFL and GU agreed to extend the classifier techniques based on visual features to audio domain.

The target of this activity will be a report on impact of the above mentioned effects on common features by PM9.

AP3.3.23 (GET): To select features for analysis in the activity. Date: 2006-05-31.

AP3.3.24 (GET): To select deformations for the analysis in the activity. Date: 2006-05-31.

AP3.3.25 (GET): To coordinate the collection of dataset available from partners.

The next collaborative research proposal was presented by Slim Essid (GET) on audio visual indexing within WP3.1. The activity will consider the approaches which capture the correlations between audio and video streams. There will be two stages for the activity; one will focus on early information fusion with features characterizing the video and audio jointly across time and also with new feature selection approaches. The second stage will be the use of late information fusion with explicitly modelling the dependencies between features and feature streams and to combine the support vector machines with graphical models and Bayesian networks.
The target for the collaboration is a report on the first results by PM9. 
A collaborative research was formed between GET, QMUL, INA and DCU. Peter Schallauer (JRS) pointed out the need to have a application oriented perspective to the activity. 
Benoit Huet (Eurecom) presented the latest update on the deliverable D3.1. A discussion on the input of textual low level descriptors was carried out between Benoit Huet (Eurecom) and Thierry Declerck (DFKI). 

Summary of Action Points

	Action Point
	Responsible
	Descriptor
	Date
	Status

	AP3.3.6
	EURECOM
	To circulate the D3.1 Table of Contents to the consortium
	2006-04-30
	

	AP3.3.7
	ALL (Chapter leaders in D3.1)
	To provide the introduction and conclusion
	2006-05-03
	

	AP3.3.8
	ALL
	To provide new content for integration
	2006-05-03
	

	AP3.3.9
	EURECOM
	Final version to the consortium for feedback
	2006-05-10
	

	AP3.3.10
	GET, DCU
	Olivier Gillet from GET to visit DCU to discuss creation of music video grammar and classification of music video genres
	2006-05-09
	

	AP3.3.11
	DCU, GET
	Temporal music structuring to be discussed during the visit
	2006-05-31
	

	AP3.3.12
	DCU
	To reengineer the software to make it more modular and extend the basic functions to support video I/O
	
	

	AP3.3.13
	DCU
	To provide specification of the API
	2006-05-26
	

	AP3.3.13.1
	ITI, JRS, EURECOM
	Feedback from algorithm integrators on API
	2006-06-10
	

	AP3.3.14
	DCU
	To provide tool for interested partners
	2006-06-25
	

	AP3.3.15
	ITI, JRS, EURECOM
	To integrate segmentation algorithms with the tool
	
	

	AP3.3.16
	DCU
	Tools integrating approaches
	2006-07-31
	

	AP3.3.17
	GET, DCU
	GET to visit DCU on 3D object segmentation
	2006-05/

2006-06
	

	AP3.3.18
	JRS
	To provide the requirements document
	2006-05-31
	

	AP3.3.19
	JRS, ALL
	To discuss the time schedule in TRECVid meeting
	2006-05-05
	

	AP3.3.20
	DCU
	To define the region description requirement (What to be described)
	2006-06-15
	

	AP3.3.21
	JRS
	To define region descriptors
	2006-06-31
	

	AP3.3.22
	JRS, DCU
	To define the requirement for the content descriptor between TRECVid and WP6
	2006-05-31
	

	AP3.3.23
	GET
	To select features for analysis in this activity
	2006-05-31
	

	AP3.3.24
	GET
	To select deformations for analysis in this activity
	2006-05-31
	

	AP3.3.25
	GET
	To coordinate the collection of dataset available from partners
	2006-05-31
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